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How can we create agents that behave
in accordance with the user's intentions?

The agent alignment problem



● Whose preferences should 
the agent be aligned to?

● How should preferences of 
different users be 
aggregated?

● How should they traded off 
against each other?

● When should the agent be 
disobedient?
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“Preference payload” questions

These questions are important.

We’re not discussing these 
questions here.

We’re only considering the 
technical problem of aligning
one agent to one user.



Desiderata

Economical

Scalable

Image sources:
https://www.porttechnology.org/

https://realanimetraining.com/
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Rather than formally specifying user intentions,
we can instead learn these intentions

to a sufficiently high accuracy.

Assumption 1
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For many tasks, evaluation of outcomes
is easier than producing the correct behavior.

Assumption 2



@janleike

Evaluation is easier than behavior
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Reward modeling
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Reward modeling
What?

How?
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Some tasks are hard to evaluate

??



Evaluation assistance tasks
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● Experiments correct

● Proofs correct
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● Well-written

● Novel

● Experiments correct

● Proofs correct

● ...

yes

yes

yes

👍

N/A



Recursive reward modeling
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● Design choices
● Testing
● Interpretability
● Formal verification
● Theoretical guarantees

Establishing trust

Safety certificates



Blog post: https://goo.gl/azGMtA

Paper: 
https://arxiv.org/abs/1811.07871
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Thanks! :)

https://goo.gl/azGMtA
https://arxiv.org/abs/1811.07871

